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1 PROBLEM/MOTIVATION
The end of Moore’s law and Dennard’s scaling has led to an explo-
sion of specialized processing units (PUs); combining different PUs
creates a heterogeneous system. However, these PUs often interact in
a coarse-grainedway, especially for accelerator-oriented systems, in
which the trend is to offload nearly all computation to a discrete ac-
celerator. However, many systems, especially SoCs found in mobile
devices, are designed to be more balanced, featuring nearly equal
CPU resources and accelerator resources [9]. In such cases, effec-
tively utilizing both the CPU and the accelerator is essential. More-
over, the communication overhead associated with data transfer via
PCIe and kernel launching makes the coarse-grained approaches
less feasible for applications that require frequent communication
between PUs. Recognizing these challenges and opportunities, aca-
demic researchers have increasingly explored novel heterogeneous
systems. Numerous novel designs have emerged as open-source
projects, promoting widespread access and collaboration. Many of
these designs incorporate shared memory across PUs [4], enabling
fine-grained interaction and minimizing communication overheads.

Many applications can benefit from fine-grained PU interac-
tion by decomposing the workload into smaller tasks and map-
ping them according to the architectural strengths of each PU. In
this work, we present one such application class, which we call
traverse-compute [12]. These applications are a special type of tree
applications that involve repetitive traversals of tree data structures,
combined with performing computations on data located at the leaf
node. Traverse-compute applications have widespread implications
in scientific computing, statistical learning, and computer graphics.

In summary, this work will present how open-source hardware
can be used to accelerate a pragmatic class of applications. Specifi-
cally, we show that the Duet [7] system can accelerate a suite of
traverse-compute applications by up to 13.5× with a geomean of
6.43×. We will highlight the use of Grove [12]: an open-source
benchmark suite of traverse-compute workloads that utilize fine-
grained synchronization across PUs, and thus can provide a way for
architecture researchers to evaluate their heterogeneous designs.

2 TRAVERSE-COMPUTE APPLICATIONS
This work examines traverse-compute workloads, a type of tree-
based algorithm commonly found in domains such as n-body prob-
lems and k-nearest neighbor (KNN) applications. These problems
are prevalent in scientific computing and statistics, and their naïve
implementation involves computing pairwise interactions of points
in a large dataset, leading to a runtime of 𝑂 (𝑛2).

One approach to accelerate n-body and KNN problems is by
using spatial partitioning trees, such as quadtree, octree, and kd-
tree [3]. These trees organize items in a dataset based on their spatial
coordinates to speed up the comparison process. For example, the
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Figure 1: Duet Architecture

Barnes-Hut (BH) algorithm exhibits a complexity of 𝑂 (𝑛 log𝑛).
In these algorithms, the tree is traversed repeatedly, and specific
computations are applied to the visited nodes.

A key advantage of spatial partitioning trees is their ability to
adjust leaf node sizes, which can be tuned to balance the number of
regular computations and irregular memory accesses in the applica-
tion. Increasing leaf node size leads to more regular computations
at leaf nodes and fewer irregular memory accesses from tree tra-
versals, whereas decreasing leaf node size has the opposite effect.
This flexibility is particularly useful when offloading computations
to accelerators with varying CPU-accelerator relative throughput.

3 DUET ARCHITECTURE
Duet [7] is a novel, tightly-integrated, cache-coherent CPU-FPGA
architecture (Fig. 1). Multiple embedded FPGAs (eFPGA) are at-
tached onto the on-chip network of a chip multi-processor through
the Duet Adapters. Hardware accelerators emulated with the eFP-
GAs share the memory system with the processors using the same
memory access mechanisms, e.g., cache hierarchy, address transla-
tion, and atomic operations. Duet enables fine-grained, transparent
data sharing between the processors and the eFPGA-emulated ac-
celerators, simplifies the use of on-chip hardware accelerators, and
improves performance through careful design of the memory sys-
tem and coherence protocol.

Two open-source frameworks have stemmed from the Duet
project, namely Dolly [6] and Gem5-Duet [5]. Dolly is a silicon-
proven, register-transfer-level (RTL) model (Verilog/SystemVerilog)
of Duet based on an array of open-source projects, including but
not limited to OpenPiton [1] and PRGA [8]. Gem5-Duet is a Gem5-
based [2], cycle-level model of Duet. Both can be used to simulate
and evaluate applications run on the Duet architecture. In this work,
we use Gem5-Duet because it enables the exploration of a much
larger design space and faster simulation in the user space.

4 HETEROGENEOUS DECOMPOSITION
This work will present a recently published framework called Red-
wood [12], which provides a high-level API and a runtime that
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Figure 2: Speedups of the optimal heterogeneous configura-
tion vs. the optimal homogeneous configuration of Grove.

Leaf Size CPU Leaf Size w/ Duet Ratio Avg Speedup

BH 3.33 512 153.6 6.9x
NN 26.67 426.67 16 11.2x
KNN 26.67 128 4.8 3.64x
Average 19 355 18.8 6.43x

Table 1: Optimal leaf node sizes for Duet implementation
and CPU-only implementation for each application class.We
report the average across each distance metric.

decomposes traverse-compute applications into traversal and re-
duction phases. In the traverse phase, CPU threads can access the
spatial tree structure, check traversal conditions, and perform tra-
versals. The computation phase, which happens at leaf nodes, can
be efficiently computed on the eFPGA in parallel.

Different systemsmight have different CPU/FPGA relative through-
put; we configured Redwood to target Duet, by finding the optimal
leaf node size for CPU-only and heterogeneous configurations. For
FPGA code, we implemented our computation kernels in using
Algorithmic C [10], synthesized them with Catapult HLS [11], and
applied the post-HLS timing annotation in the simulator’s configu-
ration script. We are working on future work to target a version of
the chip that was taped out.

5 RESULTS
We evaluated Duet with Grove [12], a recently published open-
source benchmark suite implemented with Redwood, containing
nine pragmatic tree traversal applications, including algorithms like
BH, nearest neighbor (NN), and KNN. Each algorithm has different
computation patterns: accumulation, min reduction, and sorting.
Each application has various distance metrics, such as Euclidean,
Manhattan, and Chebyshev, or interaction kernels like Gravity,
Gaussian, or Top Hat, These applications are used in different do-
mains, ranging from astrophysics to statistical learning.

For the Duet implementation of Redwood, we utilize an opti-
mized sorting network for KNN, and we applied the timing from
the Spiral Project: Sorting Network IP Generator [13], which gener-
ates customized sorting networks in synthesizable RTL Verilog. To
represent realistic offload overhead, the simulation models multi-
stage asynchronous FIFOs, and CPU/FPGA clock penalties are also
modeled with 1.5GHz/333MHz.

Our baselines are CPU sequential implementations of each ap-
plication. We swept through the leaf node sizes to find the optimal
configuration that yield the best performance, as shown in Table 1.
We observe that, on average, the heterogeneous implementation
is optimal with a leaf node size of 18× larger than the CPU, thus
highlighting the ability for accelerators to have a higher throughput
on regular computations. The overall speedups of running the nine
applications are shown in Figure 2. Duet achieved a 13.53× highest
speedup in the NN and a 6.43× geomean speedup.

The redwood paper evaluated proprietary shared memory SoCs
like Nvidia Tegra and Intel SoCs alongside Duet. One key advan-
tage of the Duet over these CPU-GPU systems is that the eFPGA-
emulated accelerators can be invoked with only one or very few
memory-mapped control register accesses, which reduces the over-
head associated with launching kernels as had in these CPU-GPU
systems. In addition, the Duet system implements bi-directional
cache coherence between the CPUs and the eFPGAs, which means
that data can be shared implicitly between the CPUs and eFPGA-
emulated accelerators without the need for explicit data transfer
operations. This further reduces the overhead associated with data
movement and improves overall system performance.

In summary, we present a new open-source heterogeneous hard-
ware design evaluated using a recently published open-source
benchmarks suite containing pragmatic applications that utilize
fine-grained heterogeneous interactions.
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